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ABSTRACT 

Breast cancer is the leading cause of death in older women, with more than one million women worldwide 

dying from this disease yearly. Mammography is a specialized radiological examination that uses low-dose X-

rays to detect breast abnormalities, even before visible symptoms such as palpable lumps appear. This study 

aims to develop an effective mammogram image classification model using the SVM (Support Vector 

Machine) method with texture feature extraction analysis in histograms and GLCM (Gray-Level Co-

Occurrence Matrix). The research involved 20 normal and 20 cancer images, starting with mammogram image 

preprocessing, then texture feature extraction using histograms and GLCM, and ending with data classification 

using the SVM method. Test results showed that SVM could classify images with an accuracy of 67.5%, a 

sensitivity of 33.3%, and a specificity of 70%. Therefore, this research could be a foundation for further 

developments to enhance mammogram image classification accuracy. 
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Introduction 

  
Breast cancer is the leading cause of death among older women. According to estimates from the 

International Cancer Research Institute of the World Health Organization, more than one million 

women die from breast cancer worldwide each year (Rubio et al., 2015). In Indonesia, breast cancer is 

one of the most prevalent types of cancer, with 28.7% of cancer patients who have breast cancer, based 

on the Hospital Information System (SIRS) (Retno Paras Rasmi, 2020). Breast cancer is a disease that 

many women fear (Ullah et al., 2021). One of the most effective methods for detecting and diagnosing 

breast cancer is through mammography examination using X-rays. The resulting image is a 

mammogram (Listia & Harjoko, 2014). Early detection of breast cancer through mammography can 

increase the chances of survival (Kele et al., 2011). 

 Mammography is a radiological examination that uses low-dose X-rays to detect abnormalities 

in the breast, even before visible symptoms such as palpable lumps occur (Hartadi et al., 2011). This 

examination results in a grayscale image of the breast area, known as a mammogram. Digital 

mammography analysis is performed as the first step in the early detection of breast cancer. Previously, 

radiologists analyzed mammograms manually, but with the advancement of technology, digital image 

processing can be utilized to obtain more accurate results. One of the advantages of feature extraction 

is that it can increase the efficiency and speed of data processing by eliminating unnecessary or 

redundant data. Furthermore, feature extraction can be used for accurate classification. It can help 

identify important patterns and information in data, making it easier to analyze and interpret the data 

(Qayyum & Basit, 2017). 

 Morphological feature extraction involves processing images based on the shape of segments or 

regions within the image. Several morphological characteristics can be used, including area, perimeter, 

metric, and eccentricity. Another feature extraction method that can distinguish between objects is 
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texture feature extraction, which involves extracting image features based on first-order statistics such 

as mean, variance, skewness, and kurtosis. First-order texture measurements use statistical calculations 

based solely on the original image pixel values, such as variance, without considering the relationship 

between neighboring pixels. On the other hand, the Gray-Level Co-Occurrence Matrix (GLCM) is a 

method of image feature extraction that utilizes second-order statistical functions such as contrast, 

correlation, energy, and homogeneity. In second-order texture measurement, the relationship between 

pairs of original image pixels is considered (Kadir & Susanto, 2013). 

 In a previous study by Listia & Harjoko (2014), it was shown that the 4-way GLCM feature 

extraction (0°, 45°, 90°, 135°) with a distance of d=1 had the best accuracy in classifying mammograms, 

with an accuracy rate of 81.1%. Specifically, the direction of 0° achieved a classification accuracy of 

100%. Another study by Syifa et al. (2016) investigated texture analysis of microscopic images of lung 

cancer based on GLCM features and wavelet transform using the naive Bayes classification method. 

The feature extraction results using the wavelet transform method showed an accuracy rate of 71.42%, 

while the GLCM method showed an accuracy rate of 80%. Nugroho (2015) conducted a study on the 

classification of thyroid nodules based on the textural features of ultrasound images using MATLAB. 

This study used three textural methods to classify thyroid nodules on ultrasound images, and the 

classification process was carried out using MLP (Multi-Layer Perceptron), resulting in an accuracy of 

86.1%. Novianti & Purnami (2012) conducted a classification process using SVM, resulting in an 

accuracy of 94.34%, while logistic regression achieved 84.90% accuracy using an 80:80 partition. This 

shows that SVM is better than logistic regression in terms of classification accuracy. Lussiana et al. 

(2013) successfully classified mammogram images by taking three GLCM feature values using SVM, 

achieving an accuracy of 90% for the normal category and 87.67% for the abnormal category. The 

results of this process produce the same output as the label given to the training data feature, with label 

0 indicating the condition of the mammogram image for the normal category and label 1 indicating the 

suspected mammogram image or abnormal category. Marlina et al. (2020) used the Support Vector 

Machine (SVM) algorithm to classify mammographic images of the breast and achieved an accuracy of 

up to 90% with 25 normal images and 25 abnormal images. These studies show that SVM has fairly 

good accuracy in the classification process, with most studies using GLCM as a feature extraction 

analysis. 

 Based on this explanation, the study applies SVM to classify mammogram images using texture 

feature extraction analyses, namely histograms and GLCM. The classification process uses SVM with 

the assistance of machine learning Weka to group data into two classes: normal and cancer.  

 This study aims to create an effective mammogram image classification model utilizing the SVM 

method with texture feature extraction analyses in the form of histograms and GLCM. The model will 

be used to differentiate between normal and cancer mammogram images. It is hoped that the findings 

of this study will aid in enhancing the accuracy of breast cancer diagnosis by leveraging medical image 

processing technology. 

 

Methods  
 

In this study, there are 20 normal images and 20 cancer images were used for analysis. The mammogram 

images were obtained from a freely available database at 

http://www.eng.usf.edu/cvprg/mammography/database.html. Texture feature extraction was performed 

using Matlab 2017, and classification was carried out using Machine Learning WEKA 3.9.6. The 

research procedure consisted of three stages, as illustrated in Figure 1: mammogram image 

preprocessing, texture feature extraction using histograms and GLCM, and the final stage of data 

classification using the SVM method. 
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Figure 1. Research Procedure 

  

 The preprocessing stage consists of four stages: image retrieval from the DDSM (Digital 

Database for Screening Mammography), filtering to remove markers and convert RGB images to 

grayscale, cropping to remove unnecessary parts, and image resizing to improve the image size to 512 

x 512 pixels. 

 Texture feature extraction is conducted using two methods, namely histogram and GLCM. 

Histogram is a process of histogram equalization, which aims to even out the distribution of gray-level 

values in an image. In order to perform histogram equalization, a cumulative distribution function is 

required. This study used six histogram features, including mean, standard deviation, variance, entropy, 

slope, and kurtosis, as shown in the following equation (Maesyaroh, 2022). 

1. Mean is a feature that calculates the average brightness of objects. 

𝑚 = ∑ 𝑖. 𝑝(𝑖)
𝐿−1

𝐼=0
 

(1) 

Where: 𝑚 = Average intensity, 𝑖 = Gray level in the image 𝑝(𝑖) = Probability of occurrence of 𝑖 
and 𝐿, 𝑖Ind 𝐿 = Highest gray level value. 

 

2. Standard deviation (𝜎) is a feature that describes the degree of variation or spread of data from the 

mean value of a measurement. 

𝜎 = √∑ (𝑖 − 𝑚)2. 𝑝(𝑖)
𝐿−1

𝐼=0
 

(2) 

 

3. Variance is a feature that provides information on the size of the contrast in an image 

𝑡ℎ𝑒 𝜎2 = √∑ (𝑖 − 𝑚)2𝑝(𝑖)
𝐿−1

𝐼=0
 

(3) 

 

4. Entropy is a feature that describes the degree of randomness or uncertainty in an image 

𝐸𝑛𝑡𝑟𝑜𝑝𝑖 = √∑ 𝑝(𝑖)𝑙𝑜𝑔2(𝑝(𝑖))
𝐿−1

𝐼=0
 

(4) 

 

5. Skewness is a feature that measures the deviation of a distribution from its average intensity.  

Start 

Feature Extraction: 

Histrogram and GLCM 

Preprocessing 

Data Classification 
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𝑡ℎ𝑒 𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 = √∑ (𝑖 − 𝑚)3𝑝(𝑖)
𝐿−1

𝐼=0
 

(5) 

 

6. Kurtosis is a feature that describes the degree of peakedness or flatness of the histogram curve. 

𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 = √∑ (𝑖 − 𝑚)4𝑝(𝑖) − 3
𝐿−1

𝐼=0
 

(6) 

 

 GLCM is used because this method works for grayscale image data. GLCM is a joint probability 

distribution of grey levels in pixel pairs that satisfy a certain relative position in an image. GLCM uses 

four features, including Energy, Contrast, Correlation, and Homogeneity, as shown in the following 

equation (Anggoro, 2016) 

1. Energy is a measure of the homogeneity of an image. 

𝐸𝑛𝑒𝑟𝑔𝑖 = ∑ ∑ 𝑝2(𝑖, 𝑗)
𝑗𝑖

 
(7) 

 

2. Contrast measures the variation between the degrees of gray in the image. 

𝐾𝑜𝑛𝑡𝑟𝑎𝑠 = ∑ ∑ (𝑖 − 𝑗)2𝑝(𝑖, 𝑗)
𝑗𝑖

 
(8) 

 

3. Correlation is a linear measure of the degree of gray-level interdependence in an image. 

𝐾𝑜𝑟𝑒𝑙𝑎𝑠𝑖 =
1

𝜎𝑥𝜎𝑦
∑ = 1 ∑ = 1(𝑗 − 𝜇𝑦)𝑝(𝑖, 𝑗)

𝑗𝑖
 

(9) 

 

4. Homogeneity is a measure of the uniformity of grey-level transitions in the image. 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑖𝑡𝑎𝑠 = ∑ ∑
𝑝(𝑖, 𝑗)

1 + |𝑖 − 𝑗|𝑗𝑖
 

(10) 

  

 The Support Vector Machine (SVM) method for data classification was first introduced by 

Vapnik in 1992 during the Annual Workshop on Computational Learning Theory (El Morr et al., 2022). 

 The basic principle of SVM is that it is a linear classifier, meaning that the t can classify cases 

that can be separated linearly. For example, given a set 𝑥 = {𝑋1, 𝑋2, … . , 𝑋𝑛}, it is declared as a positive 

class if f(x) ≥ 0, while the others belong to the negative class. 

SVM classifies the set of training vectors in the form of paired data sets from two classes (Brereton & 

Lloyd, 2010). 

(𝑋𝑖 , 𝑦𝑖), 𝑋𝑖 ∈ 𝑅𝑛, 𝑦𝑖 ∈ {1, −1}, 𝑖 = 1, … . , 𝑛, (11) 

 

The separation of hyperplanes with canonical forms follows the constraints below. 

𝑦𝑖[(𝑊𝑇𝑋𝑖) + 𝑏] ≥ 1, 𝑖 = 2,3, … , 𝑛. (12) 

 

The optimal hyperplane is obtained by maximizing 
2

‖𝑊‖
 or minimizing 𝜑(𝑊) =

1

2
‖𝑊‖2. This 

optimization problem can be solved using the Lagrange function below. 

𝐿(𝑤, 𝑏, 𝑎) =
1

2
‖𝑊‖2 − ∑ 𝛼𝑖

𝑛

𝑖=1

[𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) − 1] 
(13) 

 

Here, 𝛼𝑖 represents the multiplier of the Lagrange function. Equation (9) represents the primal space, 

which needs to be transformed into a dual space to make it easier and more efficient to solve. The dual 

problem can be expressed as follows. 
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=𝜶
∧ 𝒂𝒓𝒈 𝒎𝒊𝒏 

1

2
∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗

𝑛

𝑖,𝑗=1

(𝑥𝑖
𝑇𝑥𝑗) − ∑ 𝛼𝑖

𝑛

𝑖=1

 
(14) 

 

The constraints for the dual problem are α≥0 and 𝛼 ≥ 0, 𝑖 = 1 dan ∑ 𝛼𝑖
𝑛
𝑖=1 𝑦𝑖 = 0 

In cases where data cannot be separated, misclassification may occur, so the objective function and 

constraints are modified by including the slack variable ξ > 0. The formulation becomes as follows. 

𝝓(𝒘, 𝝃)
1

2
‖𝑊‖2 + 𝑐 ∑ 𝜉𝑖

𝑛

𝑖=1

 
(15) 

 

with constraints 

𝑦𝑖[(𝑤𝑇𝑥𝑖) + 𝑏] + 𝜉𝑖 ≥ 1, 𝑖 = 2, … , 𝑛. (16) 

 

The difference between the separable and non-separable cases lies only in the addition of the constraint 

0 ≤ 𝛼𝑖 ≤ 𝐶 in the non-separable problem.  

The optimization of equation (10) in the case of non-linearity becomes as follows, 

𝒂𝒏𝒅 =𝜶
∧ 𝒂𝒓𝒈 𝒎𝒊𝒏 

1

2
∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗

𝑛

𝑖,𝑗=1

𝐾(𝑥𝑖 , 𝑥𝑗 ) − ∑ 𝛼𝑖

𝑛

𝑖=1

 
(17) 

 

with constraints  0 ≤ 𝛼𝑖 ≤ 𝐶, 𝑖 = 1, … , 𝑛. and ∑ 𝛼𝑖
𝑛
𝑖=1 𝑦𝑖 = 0 

To handle non-linear data, a kernel function 𝐾(𝑥𝑖 , 𝑥𝑗) is used. Based on the steps described in the linear 

case, the following function is obtained: 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛 (∑ 𝑦𝑖𝜶̂𝑖(𝜙(

𝑛

𝑖=1

𝑥𝑖), 𝜙(𝑥𝑗)) + 𝒃̂) 

= 𝑠𝑖𝑔𝑛 (∑ 𝑦𝑖𝜶̂𝑖(𝐾(

𝑛

𝑖=1

𝑥𝑖 , 𝑥𝑗)) + 𝒃̂) 

(18) 

 

 The sign function labels all values 𝑓(𝑥) < 0 abel -1 and 𝑓(𝑥) > 0 as +1. Common kernel 

functions used in SVM literature include  

a. Linear Kernel: (𝑥𝑇𝑥) 

a. Polynomial Kernel: (𝑥𝑇𝑥 + 1) 𝑝 

b. RBF Kernel: 𝐾(𝑥, 𝑦) = 𝑒𝑥𝑝 (−
‖𝑥−𝑦‖2

2𝜎2 ) 

(Armaghani et al., 2020) 

 The k-Fold Cross-Validation (kFCV) technique is a validation method that involves dividing the 

dataset D randomly into k subsets, which are independent of each other and denoted as. 𝑓1, 𝑓2, … . , 𝑓𝑘 

such that each fold contains  one 
1

𝑘
 parts of data. Then, k datasets 𝐷1, 𝐷2, … . , 𝐷𝑘  are created, each 

containing (k − 2)  folds for training data, one fold for validation, and one fold for test data (Agussationo 

et al., 2018). 

 Furthermore, an analysis was conducted on the test results during the classification stage to 

evaluate the classification accuracy obtained from the designed test scenarios. The analysis included 

measuring the number of datasets that were classified correctly, datasets that were misclassified, 

accuracy values, and benefits (Julia et al., 2022). SVM was originally designed as a linear classifier but 

was later developed to solve non-linear cases by utilizing the kernel concept in a higher dimensional 

space. With this kernel concept, SVM can map data into higher dimensions, allowing it to solve cases 

that cannot be solved by linear classification (A. S. Nugroho, A. B. Witarto, 2003). The success of the 
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classification process can be demonstrated using the measurement index value obtained from the data 

classification results using WEKA machine learning in the form of a confusion matrix (Ermawati, 

2020). The confusion matrix includes True Positive (TP), True Negative (TN), False Negative (FN), 

and False Positive (FP) values. TP represents images with a normal category classified as normal in the 

system, while FP represents images with a cancer category classified as normal. TN represents images 

with a cancer category classified as cancer in the system, and FN represents images with a normal 

category classified as cancer in the system (Frank, E., Hall, M. A., & Witten, 2017). 

 Olanyi et al. (2017) proposed using a confusion matrix to measure the performance of a 

classification method. The confusion matrix includes the accuracy value, which measures the model's 

ability to classify data correctly. Sensitivity measures the ability of the SVM algorithm  to identify 

mammogram images that are positive for breast cancer correctly. Specificity measures the ability of the 

SVM algorithm to correctly identify mammogram images that are negative or show no signs of breast 

cancer. Higher values for accuracy, sensitivity, and specificity indicate better performance of the SVM 

algorithm in classifying mammogram images, which can be expressed as follows (M. Nuruddin Qaisar 

Bhuiyan, M. Shamsujjoha, S. H. Ripon, F. H. Proma, 2019): 

 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100% 

 

(19) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑎𝑠 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100% 

 

(20) 

𝑆𝑝𝑒𝑠𝑖𝑓𝑖𝑡𝑎𝑠 =
𝑇𝑁

𝑇𝑃 + 𝐹𝑁
× 100% 

(21) 

 

Results and Discussions  

 
Based on the study's results, the initial stage was preprocessing, which included cropping as the initial 

process to determine the nodule area. After that, the image underwent a filtering stage to enhance image 

quality, convert the image to grayscale, and remove markers. Figure 2 shows one of the mammogram 

images of normal and cancerous breasts before and after preprocessing. The preprocessing was 

successful, as evidenced by the removal of unnecessary parts, the conversion of the image to grayscale, 

and the disappearance of the marker. 

 

    

(a)                            (b)                               (c)                               (d)                                       

Figure 2. Mammographic Image a) Normal Before Preprocessing, b) Normal After Preprocessing, c) Malignant 

Cancer Before Preprocessing, d) Malignant Cancer After Preprocessing 

 

 Figure 3 presents the histogram values of normal and cancer mammographic images. Comparing 

the two histograms reveals different graphical patterns between the two types of images. The graphic 

pattern appears higher in normal images, resulting in a darker image with values ranging from 60-98. 
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On the other hand, in malignant images, the graphic pattern shows a lighter image with values ranging 

from 100-125, decreasing from high to low values. 

 

 

(a)                                                                (b)                                     

Figure 3. shows the histogram of both a) normal and b) malignant cancer images. 

 

Table 1. Average Histogram and GLCM Texture Features 

Attribute Normal Malignant Cancer 

Mean 31045.7304 ± 135325.201 0 ± 2723.3097 

Std dev 28.9911 ± 6.0566 34.8567 ± 5.7609 

Variants 4640529.0867 ± 6482555.1934 8928612.9262 ± 7820702.7654 

Kurtosis 2.2 ± 0.8914 2.1088 ± 0.7371 

Skewness −0.3182 ± 0.4297 −0.6206 ± 0.4249 

Entropy 5.3552 ± 0.4371 5.8736 ± 0.3551 

Contras 0.0176 ±  0.0047 0.0095 ± 0.0021 

Homogeneity 0.9914 ± 0.0024 0.9952 ± 0.001 

Energy 0.3501 ± 0.0489 0.3599 ± 0.1025 

Correlation 0.9888 ± 0.0052 0.995 ± 0.0015 

 

 The texture feature extraction resulted in 10 features, six obtained from the histogram and four 

from the GLCM. The histogram values included the mean, standard deviation, variance, skewness, 

kurtosis, and entropy, while the GLCM values included energy, contrast, correlation, and homogeneity. 

Table 1 presents the average values of the textural features. In mammographic images, the 

difference in mean values between malignant and benign tumors indicates variations in textural features. 

The standard deviation is added to the average value of the texture features to obtain information about 

the distribution of texture feature data. The standard deviation is an important indicator in determining 

image clarity. It can be used to evaluate image contrast, where an image with low contrast has a low 

standard deviation and vice versa (Agussationo et al., 2018). Skewness, contrast, correlation, energy, 

and homogeneity have uniform data distribution, while the mean, variance, entropy, standard deviation, 

and kurtosis have random data distribution. 

 The classification stage is the final stage in image processing. It involves using the Support 

Vector Machine (SVM) method with the help of Weka's machine learning. The results of the confusion 

matrix are shown in Table 2. The feature extraction data is provided in CSV format, making it 

compatible with Weka's machine learning. The input data used for classification is the combined data 

from texture feature extraction, including histograms and GLCM, with 40 images. 

 The results of this study show an accuracy value of 67.5%, a sensitivity value of 33.3%, and a 

specificity value of 70%. These values indicate that the accuracy achieved in this study is lower than 
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that of a previous study conducted by Marlina et al. (Marlina et al., 2020), which used the Support 

Vector Machine (SVM) algorithm to classify mammographic images of the breast and achieved an 

accuracy of up to 90% with 25 normal images and 25 abnormal images. The lower accuracy in this 

study can be attributed to several factors, such as the quality of the mammogram images used, which 

can affect the SVM's ability to distinguish between normal and abnormal categories. Additionally, the 

accuracy can be affected by the characteristics of the data, image processing and feature extraction 

methods, and the specific SVM algorithm used. 

 

Table 2. Confusion Matrix Results 

Parameter Results 

TN 7 Data 

TP 20 Data 

FN 0 Data 

FP 12 Data 

Accuracy 67,5% 

Sensitivity 33,3% 

Specificity 70% 

  

 The drawback of this study is that it still uses manual methods for preprocessing and feature 

extraction on mammogram images, so it is likely to be vulnerable to human error and subjectivity 

tendencies and requires more time. Therefore, it is necessary to develop an automation method. 

 This research significantly benefits developing breast mammogram image classification 

technology using the SVM algorithm. Although the resulting accuracy is still lower than previous 

research, this research can be a basis for further development of factors that can improve the accuracy 

of mammogram image classification, such as improving image quality, developing better feature 

extraction methods, or using the SVM algorithm, which is more optimal. 

 

Conclusion  

  

The test results indicate that SVM can classify images with an accuracy rate of 67.5%, a sensitivity rate 

of 33.3%, and a specificity rate of 70%. Hence, this research can serve as a foundation for further 

improving the factors that can enhance the accuracy of mammogram image classification, such as 

enhancing image quality and developing better feature extraction techniques. Through further 

development, it is hoped that the results of mammogram image classification can become more precise 

and aid in the early detection of breast cancer. 
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